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Nightfall and the Cloud
Examining the Future of Unmanned Combat Aerial Vehicles 
and Remotely Piloted Aircraft
Maj Michael P. Kreuzer, USAF*

It is very easy for ignorant people to think that success in war may be gained by the 
use of some wonderful invention rather than by hard fighting and superior leadership.

—Gen George S. Patton Jr.

In early 2008, the United States began a dramatic increase in the use of remotely 
piloted aircraft (RPA) as part of the global war on terrorism. Since that time, 
there has been no shortage of scholarly articles on and public discussion of the 

legal implications of RPAs, the hazards of their employment in military campaigns, 
or the prospects for the diffusion of RPA technology. The debate over these aircraft 
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and future unmanned combat aerial vehicles (UCAV) is generally one of extremes, 
much as the one about the value of air warfare more generally for the past century. 
As early airpower advocates extolled the potential of the air weapon to bring about 
a decisive end to conflict through the threat of aerial bombardment, critics decried 
the human suffering that would inevitably result and sought to ban the practice 
outright.1 Experiences of the twentieth century would demonstrate how airpower 
advocates overestimated the likelihood of success of strategic bombing given the 
technologies available at the time, with doctrines and technology catching up to the 
theory in the 1990s at the earliest.2

The RPA debate has undergone a similar transition from hype, to recognition of 
shortcomings, to relative acceptance of existing capabilities while looking ahead to 
the next transformative technology that will almost inevitably be a game changer. 
The early years of the United States’ RPA campaign saw publications touting the 
potential of these vehicles and other robotics to revolutionize warfare.3 More cur-
rent critiques appear to have accepted RPAs in their present form but warn against 
what they see as the next step of autonomous attack. The prospect of US intervention 
in Syria in 2012 highlighted the shortcomings of the latest generation of RPAs in a 
contested air environment.4 Furthermore, the ongoing debate among the United 
States and allies at both the diplomatic and domestic politics levels has likely con-
strained the expansion of RPA programs against al-Qaeda affiliates. One critic of 
“robotic warfare” put this larger trend most succinctly: “This debate goes well beyond 
drones, as they are yesterday’s news.”5

Although thoughtful discourse on the realistic future applications of RPAs from 
an operational or tactical perspective has been in short supply, over the past few 
years, articles in Air and Space Power Journal have elevated this aspect of the debate 
with several treatments of the subject, notably Maj Dave Blair and Capt Nick 
Helms’s “The Swarm, the Cloud, and the Importance of Getting There First” and 
Capt Michael Byrnes’s “Nightfall: Machine Autonomy in Air-to-Air Combat.” Each of 
their perspectives adds numerous insights into the future capabilities of RPAs and, 
eventually, toward more autonomous UCAVs.6 Although Byrnes, to an extent, argues 
that his vision contrasts that of Blair and Helms regarding the role and degree of 
automation in future Air Force missions, both share a common vision of autonomous 
aircraft increasingly taking on the air-to-air role in future conflicts against near-peer 
competitors. The sharpest contrast between the two perspectives is the level of inter-
action between human pilots and future UCAVs, Byrnes arguing that the technological 
attainability of automation in the future, together with reaction and performance con-
siderations, will inevitably lead to a takeover of air-to-air combat.

This article argues that the transformation of airpower to a UCAV-centric force is a 
more difficult proposition than simply a technical hurdle to overcome. Substantial tech-
nological barriers to autonomy remain, but overcoming them would still leave eco-
nomic, political, legal, and organizational challenges to fielding significant numbers of 
fully autonomous aircraft in wartime situations. Clearly, the Air Force and US policy 
makers will consider the possibilities of autonomous aircraft and the tactical advan-
tages that may be gained from removing pilots from cockpits. However, they must 
remain aware of these limitations and begin to shape Air Force organizations, policies, 
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and doctrines around the realities of a mixed force of manned, remotely piloted, and 
semiautonomous aircraft and prepare for the issues that such a force entails.

Artificial Intelligence: Always Just around the Corner
The basics of air-to-air combat are largely an algorithmic function. Junior pilots 

are trained extensively on basic fighter maneuvers to emphasize mastery of the 
textbook procedures.7 If future air combat closely mirrors the tactics and proficiency 
levels we assume today, it is conceivable that programmers could develop an automated 
system to identify the threat environment and execute preprogrammed maneuvers 
based on the inputs, much as a junior pilot would. This program would be complex, 
significantly more so than similar decision-matrix programs for autonomous flight-
route programs in other RPAs such as Global Hawk. Enabling the kind of autonomous 
operations envisioned by Byrnes would demand significant leaps forward in the 
field of artificial intelligence (AI), allowing future UCAVs to become learning entities 
that can adapt to circumstances and develop new tactics to overcome an adversary.

This issue is the first major challenge to autonomous UCAVs from a theoretical 
standpoint because the prospects for the level of AI for such a requirement are 
consistently overestimated. A brief review of the literature of AI suggests that since 
the 1940s, both experts and amateurs have perpetually viewed the prospect of AI 
lying a generation away (roughly 16–20 years).8 Advancements in memory, com-
puting power, and dynamic programming techniques over the years have increased 
this sense that we are on the verge of a major breakthrough, but with each break-
through we have also seen to an extent the complexity of true AI. The examples 
cited by Byrnes, most prominently the 2010 article by James S. McGrew and his 
coauthors on the application of approximate dynamic programming to air combat, 
are indeed examples of advancements in computer technology that give the impres-
sion of AI but remain the execution of programs and calculations applied to specific 
scenarios.9 We may indeed be on the brink of a major breakthrough that will enable 
near-human AI in the future, but placing a projection for a time window based on 
the examples cited is questionable, given the history of AI projections.

Although the ability to run programs that calculate more efficient outcomes creates 
the impression of AI, the aircraft is ultimately tied to a large data set of preprogrammed 
options and runs a decision-making process. Theoretically, this process could be built 
to an extreme degree whereby all possible maneuvers and assumptions about terrain, 
weather, and adversary logic are programmed, allowing the computer to better access 
likely outcomes and make decisions; however, that is a fundamentally different dy-
namic than a true learning process. Preprogrammed assumptions and design limita-
tions ultimately frame the sphere in which the computer makes its decisions while a 
human operator can access information from a variety of additional sources that may 
or may not be programmed. Moreover, instincts—although fallible in a number of 
circumstances—can make the difference in attaining victory in close combat.10 The as-
surance we have that the tactical environment will mirror our preconflict notions of 
air tactics will dictate our confidence in relying on technology alone to secure victory.
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In a sense, this issue mirrors in the information age the problems presented by 
“scientism” throughout the industrial age. Scientism, a term of more recent origin, 
describes the movement from the 1700s forward that views the natural sciences as 
the source of all human knowledge and seeks to apply those lessons to all human 
endeavors.11 In the military sphere, this perspective manifested itself through what 
might be called the Jominian school of strategy, which values rules of war and pre-
scriptive approaches to conflict. As Christopher Bassford notes, Jomini saw the 
wars in which he participated as “the technical near-perfection of a fundamentally 
unchanging phenomenon, to be modified only by superficial matters like the list of 
dramatis personae, technology, and transient political motivations.”12 Conversely, 
Carl von Clausewitz said of the Jominians, “They aim at fixed values; but in war 
everything is uncertain, and calculations have to be made with variable quantities.”13 
Approximate dynamic programming represents to a large degree a reaction to this 
critique since pure dynamic programming would be impossible, given the complex-
ity of the operating environment. Even so, many of the approximations made in the 
program must be programmed in advance of conflict. Without a true leap forward 
in AI, reliance on extending approximate dynamic programming as the backbone of 
autonomous air-to-air operations would be a significant gamble in many scenarios 
for the foreseeable future.

Retaining the human element for remote operations in a supervisory role will 
thus prove necessary from a technological standpoint for the near future. Indeed, 
one of the long-standing concerns for the RPA community has been the failure to 
distinguish between remote control and autonomy. Both are at work in modern 
RPAs, but automation is generally limited to routine flight operations and issues 
such as maintaining aircraft control in lost-communications situations. Automating 
the release of weapons is a greater challenge, not only from a technological stand-
point but also from a legal and normative one. Some precedents exist for such op-
erations under human supervision that can be extended to offensive air operations 
over time, but despite these precedents, the prospect of fully autonomous air-to-air 
warfare remains low due to obstacles beyond technology. Overcoming them is 
likely to entail costs well beyond those of existing systems.

Cost Considerations for Remotely Piloted Aircraft 
and Unmanned Combat Aerial Vehicles

A common strain in the RPA/UCAV debate is that each will revolutionize warfare 
because of its low cost per unit and the ease of employing off-the-shelf technology. 
This is true to some extent for the near term, but as RPAs and UCAVs grow as weapons 
of war and as countermeasures proliferate, the costs associated with specialization 
will increasingly raise those of UCAVs—just as the costs of aircraft have risen with 
advancing technology.14 Further, economic expenses alone do not define the outlay 
associated with new technologies in war. Political costs are also a consideration insofar 
as more reliance on technological solutions projects lower commitment to conflicts, 
potentially escalating the level of violence should an adversary believe he can wait 
out the threat of attack.
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US experience with RPAs to date illustrates the problems with the standard narra-
tive that they are cheap. Analysts often compare the Predator or Reaper to the F-22, 
noting that “for the price of one F-22 . . . you can buy 85 Predators.”15 By doing so, 
they omit the clear mission and capabilities distinctions between the Predator and 
the Raptor, ignoring the prospect of procuring manned aircraft tailored to perform 
similar missions to the Predator’s. (For a better comparison, note the MC-12 Liberty 
program as an approximation of the RQ-1 [unarmed] Predator.) As the military has 
invested in newer and more capable RPAs, the cost has steadily risen to levels 
comparable with manned alternatives (table 1).16 Not included in this table are the 
Navy’s X-47, with a program cost to January 2012 of $813 million; the often-named 
manned alternatives such as the U-2 for the Global Hawk; or the aforementioned 
F-22. The U-2/Global Hawk debate is especially illustrative, given that for much of 
the past decade, the Global Hawk was more expensive than the U-2 (table 2), and 
many critics of the transition to Global Hawk see a trade-off of capabilities for cost. 
The Air Force itself has hedged the cost-savings argument for UCAVs versus 
manned equivalents, noting in the Unmanned Aircraft Systems Flight Plan, 2009–2047 
that the RPA’s/UCAV’s virtue lies in “increasing effects while potentially reducing 
cost” (emphasis added).17 Given the nature of recent spending on research and devel-
opment and the number of systems that advanced UCAVs would have in common 
with fifth-generation fighters and beyond, cost savings are likely to be in the range of 
percentages rather than orders of magnitude.

Table 1. Comparative costs of RPAs

Raven Global Hawk Predator Gray Eagle Predator B
Reaper

Predator C
Avenger

Operational 2004 2000 1994 2009 2001 Flight Test

Cost $34,000/aircraft
$300,000/ 
system

$46.4M–$80M/ 
aircraft (multiple 
variants)

No longer in 
production

$4.33M/
aircraft

$11.38M/
aircraft

$35M/aircraft

Role Low-altitude 
tactical 
intelligence, 
surveillance, and 
reconnaissance 
(ISR)

Near-real-time 
high-resolution 
ISR,
persistent 
maritime ISR

ISR, targeting, 
forward air 
control, laser 
designation, 
weapons 
delivery, 
battle damage 
assessment

ISR, 
targeting 
acquisition, 
and attack

Multimission 
attack RPA

Quick-
response 
armed 
reconnaissance

Max 
Altitude

500 ft. 65,000 ft. 25,000 ft. 29,000 ft. 50,000 ft. 50,000 ft.

Max 
Endurance

90 min. 36 hrs. (24 on 
station)

40 hrs. 25 hrs. 27 hrs. 18 hrs.
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Table 1. Comparative costs of RPAs (continued)

Raven Global Hawk Predator Gray Eagle Predator B
Reaper

Predator C
Avenger

Max Speed 44 knots true 
airspeed (KTAS)

340 KTAS 120 KTAS 167 KTAS 240 KTAS 400 KTAS

Weapons 
Payload

N/A N/A 2 Hellfire 
missiles

4 Hellfire 
missiles

14 Hellfire or
4 Hellfire and 
2x GBU-12 or
2 Joint Direct 
Attack 
Munitions

3,500 lb. 
internal 
payload,
six external 
hardpoints

Sources: “RQ-11B Raven System,” fact sheet, US Air Force, accessed 11 January 2013, http://www.avinc.com/downloads/USAF_Raven_FactSheet.pdf; 
Joakim Kasper Oestergaard, “About the RQ-4B & MQ-4C,” Aeroweb, 4 November 2014, http://www.bga-aeroweb.com/Defense/RQ-4-Global-Hawk.html; 
“Predator UAS,” General Atomics Aeronautical, accessed 11 January 2012, http://www.ga-asi.com/products/aircraft/predator.php; “Gray Eagle UAS,” 
General Atomics Aeronautical, accessed 13 January 2012, http://www.ga-asi.com/products/aircraft/gray_eagle.php; “Predator B UAS,” General Atomics 
Aeronautical, accessed 11 January 2013, http://www.ga-asi.com/products/aircraft/predator_b.php; “Predator C Avenger UAS,” General Atomics 
Aeronautical, accessed 11 January 2013, http://www.ga-asi.com/products/aircraft/predator_c.php; and Joakim Kasper Oestergaard, “About the RQ-11 
Raven,” Aeroweb, 23 October 2014, http://www.bga-aeroweb.com/Defense/RQ-11-Raven.html. Regarding Predator C, cost is for aircraft estimate. Most 
reporting suggests it will cost three times the amount of the Predator B. See  “Naval Air: Predator C at Sea,” StrategyWorld, 17 August 2009, http://www 
.strategypage.com/htmw/htnavai/20090817.aspx.

Table 2. Comparative costs of the U-2 and RQ-4

Procurement Cost Flight-Hour Cost

U-2 Classified/no longer in production $31,000

Global Hawk (2010) $46.4–80 million $40,600

Global Hawk (2013) $46.4–80 million $18,900

Sources: Michael Hatamoto, “USAF Hopes U-2 to Global Hawk Transition Done in 2015,” DailyTech, 13 August 2011, http://www.dailytech.com/USAF+Hop
es+U2+to+Global+Hawk+Transition+Done+in++2015/article22425.htm; and Andrea Shalal-Esa, “Cost of Flying Northrop’s Global Hawk Down over 50% 
Sources,” sUAS News, 14 September 2013, http://www.suasnews.com/2013/09/25052/cost-of-flying-northrops-global-hawk-down-over-50-sources/.

Beyond these economic expenses, the political costs will weigh heavily on states 
employing RPAs and UCAVs. Writing about RPAs in 2000, Tom Ehrhard noted that 
“the unmanned attack communicates shallow commitment, even fecklessness.”18 
For a state, such as the United States, reliant on a series of alliance structures, this 
dynamic poses challenges to the Air Force beyond accessed tactical performance of 
technology. It raises issues of alliance assurance and the ability of advanced RPAs 
to convince allies of US commitment in a manner similar to that of a deployment of 
a fighter squadron or strategic bomber. Beyond deterrence, their actual use in contested 
airspace has arguably shown the net results of RPAs as a negative for states deploying 
them too aggressively. Despite numerous predictions that RPAs could exacerbate 
conflict by undermining sovereignty and allowing states to violate airspace with 
impunity (a charge often leveled against the United States for its RPA campaigns), 
experience to date has largely been the opposite. RPAs regularly have been shot 
down in potential conflict zones like Israel, Azerbaijan, and Georgia, and most 
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negative attention focuses on those employing these platforms. In the run-up to the 
2008 Russia-Georgia conflict, four Georgian RPAs were shot down. If they had been 
manned aircraft, the international condemnation of Russia probably would have 
been significantly higher. Since they were RPAs, though, both Russia and Georgia 
were condemned by the UN investigation—Russia for the illegal shoot down and 
Georgia for aggravating the crisis by flying the aircraft.19 In this case, the use of 
RPAs may have weakened Georgia’s military posture in the run-up to the August 
2008 conflict both by showing weak resolve and by coming at the economic cost of 
four advanced RPAs, each valued at approximately $2 million.

The need for the tactical advantages provided by future RPAs and UCAVs must be 
weighed against the probable remaining technical limitations; must be structured 
within the existing parameters of the laws of war that emphasize the responsibility 
of actors to control and ultimately be responsible for the application of force within 
a war zone; and must be evaluated in terms of the strategic costs that come in both 
political and economic forms. These considerations will ensure a balance of both 
manned and remotely piloted platforms for the foreseeable future of air warfare, 
with the relative proportions of semiautonomous UCAVs, RPAs, and manned plat-
forms shifting throughout phases of the conflict.

For the near future, both technological limitations and cost restrictions appear to 
place autonomous warfare beyond the limitations of military planners. However, 
even if financial and technological barriers to such operations declined, given new 
technological innovations on those fronts, significant obstacles to employing such 
autonomous weapons in a number of wartime environments on a large scale would 
still remain. The laws and ethics of such warfare and the challenges of leadership 
and control in such an environment would pose as great a hindrance to state em-
ployment of autonomous weapons as these technological barriers.

Laws of War and Autonomous Operations
As Charles Tilly once said, “War made the state, and the state made war.”20 As 

commonly understood by Western nations, war is an act of states against other 
states. It is at its most fundamental the imposition of state will by force and coercion 
to achieve political ends.21 Politics governs the use of force in war, limits the scale 
and scope of combat operations, and makes the state responsible for the conduct of 
those who act on its behalf. This principle of state control of force is essential to the 
framework of limiting the horrors of war and has remained constant through centuries 
of warfare.22 Technological innovations of the information era do not alleviate state 
responsibility; instead, they present new challenges about keeping the use of tech-
nology under the control of the state and holding it responsible for its armed forces 
should the state choose to employ autonomous actors.

The just war tradition, codified in jus ad bellum and jus in bello, serves as the base-
line for both formal and customary international law regarding the conduct of war 
and participants. Jus ad bellum represents a set of principles designed to limit the 
horrors of war by providing justification for military action, defining the scope of 
conflict, and ideally laying the groundwork for reestablishing peace at the end of 
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hostilities. These criteria have been refined over the years through both philosophy 
and codification in international law, today described generally as having just 
cause, being a last resort, being declared by a proper authority, possessing right in-
tention, having a reasonable chance of success, and having the end proportional to 
the means.23 Jus in bello is generally summarized by two criteria: discrimination and 
proportionality.24 Underlying the just war criteria is the notion of responsibility, 
both of states and actors, for the initiation and conduct of war. RPAs and future 
UCAVs present a series of issues for both aspects of just war tradition, many of 
which can be normalized within the existing framework of international law but 
require greater public discussion and knowledge of RPA operations and potential 
actions by UCAVs.

The main challenge for RPAs in current campaigns is not one of jus in bello as often 
portrayed with a focus on disproportionality and collateral damage but a problem of 
jus ad bellum with ambiguity surrounding the question of whether operations outside 
campaigns such as Iraq and Afghanistan meet the just war criteria. If so, should 
they be evaluated by wartime understandings of discrimination and proportionality 
(codified under international humanitarian law), or if they are extrajudicial actions 
outside a war zone, should they thus be evaluated under international human rights 
law? The position of the US government since September 2001 has been that the 
campaign against al-Qaeda and its affiliates represents a noninternational conflict 
(a war of a state against a nonstate actor). However, the ambiguity surrounding the 
proper authority to expand the conflict to new states and the absence of a public 
declaration of both the zones of conflict and the objectives of the operation leave 
these conflicts in a legal gray area. Consequently, proponents and opponents of 
RPA operations talk past each other on the legal rationale for operations, and the 
United States finds itself at a disadvantage to exploit the tactical gains of operations 
for strategic effect by not openly discussing the targets of operations and mounting 
an effective information campaign.25 The legal problem here, however, rests in the 
character of the conflict within international law as opposed to the tool employed. 
Similar criticism of special operations and manned aircraft exists.26 The RPA re-
ceives the most attention because it represents a new technology and because it 
can make such interventions more common in uncontested airspace.

UCAVs in a traditional international conflict raise a different set of concerns for 
international law, primarily stemming from the overarching issue of responsibility. 
International law has codified responsibility both for individual actors and for the 
states employing such vehicles to varying degrees over time, with an increased 
emphasis on holding individuals accountable for their actions. Ultimately, however, 
the state remains responsible for the conduct of its armed forces, and states have 
historically held the military responsible through the process of commissioned of-
ficers. An officer’s commission is given in the name of the head of state to act in his 
or her name overseeing the armed forces, based on demonstrated loyalty to the 
state and trust in the integrity and leadership of the commissioned officer. This 
principle was explicitly codified in the Hague Convention of 1899 and 1907, which 
declares in Article 1 of Annex 1 that “the laws, rights, and duties of war apply not only 
to armies, but also to militia and volunteer corps fulfilling the following conditions: To 
be commanded by a person responsible for his subordinates.”27 A fully autonomous 
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UCAV, at minimum, must retain this requirement for positive control by the oper-
ating state. How to do so is to an extent an open question, but existing examples 
of automatic/autonomous operations suggest that the answer already exists for 
some environments.

Human Rights Watch, a group that regularly addresses the issue of robotics and 
warfare, may have inadvertently opened the door for the legal use of robotic weap-
ons through its differentiating existing automated lethal systems from potential fu-
ture “killer robots” that would be wholly autonomous. In addressing the move to-
ward automation in 2012, Human Rights Watch examined “automatic weapons 
defense systems” such as the Phalanx or Israel’s Iron Dome as a step in the direc-
tion of automation but something that remained fundamentally different, being 
“automatic” versus “autonomous.” Human Rights Watch says these weapons sys-
tems deserve further scrutiny because of their existing potential for collateral dam-
age and because of concerns about the actual level of human control over the sys-
tem. On balance, though, the distinction between automatic systems and 
autonomous systems appears acceptable.28 If, however, an “automatic” system such as 
the Phalanx is acceptable, then a similar airborne network of defensive UCAVs to 
secure permissive airspace would similarly prove acceptable by the same logic. 
This concept could be taken to the next stage to permit offensive operations in a 
pure air-to-air environment given human control, either from ground stations or 
forward airborne control into denied environments—the essence of the “swarm and 
cloud.”29 The key issue becomes the level and character of human control of the net-
work of UCAVs and the ability to hold both officers and the state accountable for the 
use of military force.

Outside these environments, as the challenges of discrimination rise, so does the 
need for higher levels of human supervision. Current international law and the politi-
cal realities that frame any conflict are likely to dictate this scenario even if it can 
be shown that new technologies such as visual identification can better identify and 
target in wartime than a human counterpart. Both the policy makers responsible 
for the overall conduct of their forces and the populations supporting the war effort 
are unlikely to delegate decisions that can result either in a criminal action or the 
unintended escalation of conflict without the prospect of an individual or individu-
als responsible for and held accountable for the decision. A machine, without self-
awareness, cannot fill that role.

Two major factors are thus at work in determining the overall balance of remotely 
piloted platforms versus manned platforms. The first is the threat posed to aircraft by 
adversary fighters and other defensive networks (surface-to-air missiles, electronic 
and cyber attack, etc.), and the second is the ability to discriminate between military 
and nonmilitary targets. In a hypothetical conflict against a near-peer competitor, the 
early phases of conflict will likely be dominated by high-intensity conflict in which 
discrimination is relatively easy—especially in the air-to-air environment—and the 
threat is very high. Over time, this balance shifts—more so for air assets than 
ground assets—since attaining air superiority reduces the threat while the progress 
of bombing campaigns makes target discrimination increasingly difficult. Within 
the category of RPAs, a shift will also probably occur from semiautonomous UCAVs to-
ward RPAs as the air threat dissipates and the problems of ground-target discrimination 
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increase. The figure below offers a conceptual model for the relationship of 
manned to remotely piloted airframes across the major phases of conflict, including 
two mirroring S curves that represent the change in the air threat environment and 
the matter of target discrimination. Semiautonomous UCAVs face a higher require-
ment proportional to the level of the air threat, and persistent RPAs are necessary 
once the air threat is minimized while ground targets are most elusive. Manned air-
frames are required in all phases, playing the greatest role in phases two and three, 
when airspace is contested but semipermissive and the primary air-to-ground effort 
concentrates on both fixed targets and conventional military forces.30

Figure. Estimated share of manned airframes across phases of conflict

Future Challenges for the Air Force
RPAs and UCAVs present significant concerns for the military services that em-

ploy them insofar as their use directly confronts the essence of what it means to be 
a war fighter and the relationship of combat effects to traditional ideals of warfare 
marked by individual heroism and sacrifice. The US military has had significant 
issues with this matter recently, both with the questions of promotion rates for RPA 

Air threat Discrimination
challenge

Relative share
of manned
airframes

High

Low

Phase
 1

Phase
 2

Phase
 3

Phase
 4

Semiautonomous
UCAVs

Persistent RPAs



September–October 2015 | 67

Nightfall and the Cloud

pilots and with the debate over the Distinguished Warfare Medal. At issue in this 
dispute is the role of technology in shifting the relationship of proximity to harm to 
combat effects and with it the very nature of what it means to be involved in “combat 
operations.” If organizations wish to continue adopting innovations, they must find 
ways to recognize and promote individuals proficient in these new systems of war, 
a prospect that represents a greater challenge than quotas or protection of specific 
career fields. It will demand a fundamental reevaluation of who we are as a service 
and what it means to be an Airman, compared to the traditional understanding of 
what it means to be a warrior.

Development of a strong career progression system is vital to the normalization 
of new technologies and practices within an organization because, as Stephen 
Rosen notes, innovation occurs “only as fast as the rate at which young officers rise 
to the top.”31 The issue of promotion ceilings and the integration of new technologies 
into the armed forces is not a new phenomenon. Billy Mitchell identified promotion 
ceilings for pilots in 1925 as one of the key justifications of an independent Air 
Force because such restrictions would be devastating to the development of strategic 
airpower: “The personnel situation is very serious in all the air services. . . . Their 
position on the promotion list is hopeless. Some of our lieutenants can never rise 
above the rank of major or even captain. They see no future before them and con-
sequently are not in the state of mind in which officers in so rapidly developing a 
service should be.”32 The existing Air Force organizational structure presents a series 
of challenges to the normalization of RPA culture within the service as increased 
visibility of a “glass ceiling” for RPA pilots has grown in the past year. Part of this 
situation proceeds from existing perceptions of RPAs within the Air Force flying 
community and the process of rapid expansion of the RPA community; another part 
is rooted in requirements the Air Force places on command position eligibility.33 
The first issue to rise to the attention of both the public and lawmakers (emerging 
in 2012) was the reported lower promotion rate of RPA pilots compared to that of 
traditional Air Force pilots.

Closely related to the issue of promotions is recognition. Debate over the Distin-
guished Warfare Medal is illustrative. The potential recognition of RPA operators 
with decorations rating above the Bronze Star Medal with “V” resulted in a significant 
backlash both within and without the Air Force. John Soltz, chairman of VoteVets, a 
political action committee for veterans, summarized this argument: “I personally 
don’t have an issue with the medal itself. Troops don’t set the policy; they just perform 
their duties. . . . What I do have an issue with is this: The new medal ranks above 
the Purple Heart. For those who served, that doesn’t sit right.”34 Similar arguments 
were raised by the Veterans of Foreign Wars, the American Legion, and numerous 
other veterans in editorials.35 If we accept this framing—that medals represent heroism 
and that no nonvalor awards should take precedence over valor awards—and if we 
took the next step that the awards process was independent of the promotion process, 
this position would be completely valid. However, neither of those conditions is 
true under the current system.36 As a result, the failure to recognize those who pro-
duce greater operational effects creates a potential disconnect between whom the 
service promotes and who is a capable, modern war fighter. Heroism and the broader 
warrior ethos are closely connected to operational effects under a traditional ground 
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operation—and even for tactical airpower—but not necessarily for strategic air-
power and war at a distance.

Since 2001 the Air Force has sought to recenter the force around the “warrior 
ethos” and the tenets of the “Airmen’s Creed,” both of which emphasize the tradi-
tional values of being a “warrior,” dating to the Spartan ethos. Steven Pressfield ex-
amined the common understanding of the warrior ethos at length in 2011 when he 
wrote a volume dedicated to members of today’s military that discussed the origins 
of that ethos.37 To Pressfield, the warrior ethos emerges from a sense of fear on the 
battlefield, where classic war was fought hand to hand and between roughly equivalent 
armed forces: “For a Greek or Roman warrior to slay his enemy, he had to get so 
close that there was an equal chance that the enemy’s sword or spear would kill 
him. This produced an idea of manly virtue. . . . The ancients resisted innovation in 
warfare because they feared it would rob the struggle of honor. . . . The God who 
ruled the battlefield was Phobos, fear.”38 Courage and honor represent essential ele-
ments of the warrior ethos, which manifests in the Army’s ethos as a subset of the 
drive for victory and the obligation of never leaving a man behind.

The Air Force, from its beginnings, recognized that it was something different. 
Both Mitchell and Giulio Douhet saw the virtue of the air weapon as its ability to 
bypass this type of combat and take the fight directly to the adversary with no hope 
of defense. Douhet, at the most extreme, saw this as completely overturning exist-
ing norms of war, eliminating the distinction between militaries and civilians and 
shattering traditional notions of war and the warrior ethos.39 Mitchell, while less 
absolute than Douhet in a number of aspects, echoed a similar theme: “An entirely 
new method of conducting war at a distance will come into being. . . . As air power 
can hit at a distance, after it controls the air and vanquishes the opposing air power, 
it will be able to fly anywhere over the opposing country.”40 This, in turn, Mitchell 
noted, led to a very different perspective of warfare for airmen versus other com-
batants: “The air-going people have a spirit, language, and customs of their own. 
They are just as different from those on the ground as those of seamen are from 
those of land men.”41 Though bravery and valor remain essential to gaining and 
maintaining control of the sky, Mitchell and Douhet both saw airpower’s main 
value as the ability to attack at will against an undefended enemy after seizing com-
mand of the air. This vision of airpower as unrestricted, combined with the realities 
at various points in our history of the tactical difficulties of gaining air superiority, 
has led to some of the greatest organizational problems over time. To varying de-
grees, bomber and missile forces have embraced Mitchell’s vision, which, during 
the Cold War, often proved detrimental to tactical proficiency and the warrior spirit 
of tactical engagement. The rise of the fighter-pilot generals beginning in the late 
1980s, followed by the challenges of air campaigns in the Balkans and the Middle 
East, moved the Air Force back in the direction of a more tactical warrior mind-set. 
Indeed, after 2001 the Air Force was dominated by this perspective that emphasized 
the traditional values of a warrior over technocratic skills.42

The debate over a future of autonomous UCAVs dominating air warfare versus a 
moral argument against automation represents only the most recent fault line in 
this ongoing dialogue. Rather than picking winners between rival factions, the organi-
zational goal must be eliminating destructive competition between the factions and 
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refocusing on the larger mission and the tools necessary to carry it out. Doing so 
will at first involve changing the way we promote and recognize individuals but ul-
timately must go to the question of what the service really does—deterring and de-
feating threats to the United States and its interests through the control and exploi-
tation of air, space, and cyberspace. Everything else the service does is a means to 
this end—not the end itself. Technology will serve as a vital force multiplier, but ul-
timately war is a contest of people and ideas, with organizations and tactical inno-
vations playing the decisive role in attaining military objectives. Building systems 
to support innovation and create leaders positioned to capitalize on those innovations 
must be the greater concern today, rather than the specifics of the tactics employed. 
The argument must not pit technocrat versus warrior but must leverage the virtues of 
both to meet the challenges of future conflicts.

Conclusion
From its earliest era, airpower has envisioned a future in which promising new 

technologies can solve such age-old matters as the fog and friction of war and the 
swift and decisive domination of a military adversary. To this point, the history of 
air warfare has shown that, as technologies advanced toward fulfillment of that vi-
sion, new obstacles in both technology and the fundamental human nature of con-
flict remain.  The debate over the future of RPAs and UCAVs in warfare represents 
but the latest in a string of airpower technologies that can significantly increase 
military capabilities but that will be insufficient by themselves to solving human 
conflict. Technological barriers to true artificial intelligence, economic and political 
costs, leadership and organizational obstacles to effectively controlling autonomous 
operations, and the legal and ethical demands of warfare are likely to ensure a sig-
nificant role for manned operators and support infrastructure in air warfare for the 
foreseeable future. The future of the Air Force does not involve a race to or from 
autonomy but the question of how the organization can integrate manned flight, 
RPAs, and UCAVs into a single force that maximizes combat power.
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